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Research Background (1/3)

• What is Sentiment Analysis?
Sentiment analysis aims to apply natural language processing (NLP), text analysis, computational
linguistics, and biometrics to systematically identify, extract, quantify, and study affective states and
subjective information.

• Why Sentiment Analysis is important?
• Business and Organization: benchmark products and services; place related products based on 

customer opinion.
• Individuals: make decision to buy products or services;

• What Sentiment Analysis can do?
Social media monitoring, customer support management, customer feedback, brand monitoring and
reputation management, voice of customer, voice of employee, product analysis, market research
and competitive research, etc.
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https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Text_analytics
https://en.wikipedia.org/wiki/Computational_linguistics
https://en.wikipedia.org/wiki/Biometrics


Research Background (2/3)
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Research Background (3/3)

• Aspect Extraction

• Opinion Extraction

• Sentiment Classification

Review #1

Review #2

[Laptop]
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Literature Review (1/7)
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Literature Review (2/7)

❑ Aspect Extraction

▪ Pre-Trained LM based Methods

▪ Graph based Methods
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Literature Review (3/7)

❑ Aspect Extraction

▪ Pre-Trained LM based Methods

▪ Graph based Methods
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Literature Review (4/7)

❑ Aspect-Opinion Extraction

▪ Pipeline based Methods 

▪ Co-extraction based Methods
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Literature Review (5/7)

❑ Aspect-Opinion Extraction

▪ Pipeline based Methods 

▪ Co-extraction based Methods
Aspect Opinion
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Literature Review (6/7)

❑ Cross-Domain Sentiment Classification

▪ Feature Engineering based Methods

▪ Deep Learning based Methods

Feature EngineeringText Features
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Literature Review (7/7)

❑ Cross-Domain Sentiment Classification

▪ Feature Engineering Methods

▪ Deep Learning-based Methods
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Research Limitations & Questions (1/3)

❑ Aspect Extraction
▪ Ignore Important Features

• Linguistic features (i.e., lemma, tag, dep, shape, etc.)

• Inherent structure (i.e., relation between aspects)

▪Manually labelled Dataset

❑ RQ1
How to effectively extract contextual and linguistic features for
aspect extraction in sentiment analysis?
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Research Limitations & Questions (2/3)

❑ Aspect-Opinion Extraction
▪ Extract aspect and opinion individually

▪Manual Annotation of Syntactic Info

❑ RQ2
How to automatically generate syntax structure information and
learn useful syntactic representations for aspect-opinion
extraction?
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Research Limitations & Questions (3/3)

❑ Cross-Domain Sentiment Classification

▪ Ignore Important Info in Target Data

▪ Ignore Sentiment-Specific Features

❑ RQ3
How to effectively extract domain-specific and domain-invariant
features for cross-domain sentiment classification?

15/ 30

[Domain: Restaurant]  “fast”  ➔ “service” (Positive)
[Domain: Laptop]         “fast”  ➔ “CPU” (Positive)

“fast”  ➔ “power consumption”. (Negative)
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RQ1:Graph-based Aspect and Relation Extraction

❑Limitations in RQ1:

▪ Ignore Important Features
• Linguistic features

• Inherent structure [CG1]

▪Manually labelled Dataset [ACE2]
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RQ2: Aspect-Opinion Pair Extraction

❑Limitations in RQ2:

▪ Extract aspect and opinion 

individually [AO Pair]

▪Manual Annotation of Syntactic 

Info [Automated Parser]
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RQ3: Cross-Domain Sentiment Classification

❑ Limitations in RQ3
▪ Ignore Important Info in Target

Data

[Domain Encoder & Attention]

▪ Ignore Sentiment-Specific Features

[Sentiment Encoder & Attention]
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Dataset Analysis (1/3)

SemEval-2014 SemEval-2015 SemEval-2016 Other Dataset

Restaurant Laptop Twitter Restaurant Laptop Restaurant Laptop Yelp Amazon Twitter

Train 3502 2313 6248 1315 1739 2000 3045 10k 10k 30k

Test 1120 638 692 685 277 676 800 10k 10k 8k
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Dataset Analysis (2/3)
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Dataset Analysis (3/3)

Dataset Positive Negative Neutral
SemVal-2014
(Restaurant)

Train 2164 805 633
Test 728 196 196

SemVal-2014
(Laptop)

Train 987 866 460
Test 341 128 169

SemVal-2014
(Twitter)

Train 1561 1560 3127
Test 173 173 346

SemEval-2015
(Restaurant)

Train 912 256 36
Test 326 182 34

SemEval-2016
(Restaurant)

Train 1240 439 69
Test 469 117 30

Yelp Train 10k 10k 10k
Amazon Train 10k 10k 10k
Twitter Train 10k 10k 10k

Dataset Domains
Amazon Book, DVD, 

Electronic, and 
Kitchen Appliance

SemEval Laptop, 
Restaurant, 
Twitter
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Evaluation Metrics

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹1 = 2 ∗
𝑃 ∗ 𝑅

𝑃 + 𝑅

Precision (P): the number of true positive (TP) results divided by the sum of true positive (TP) and 
false positive (FP) results predicted by the method

Recall (R): is the number of true positive results divided by the sum of true positive and false 
negative results

F1 Score: is calculated using precision and recall
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Current Progress - Graph-based Concern and 
Relation Extraction

RQ 1:
• Inherent Structure (CG)

• Feature Synchronization
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Experimental Results
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Current Progress - Feature Selection-based Aspect 
Extraction

RQ1:
• Linguistic Features

• Feature Selection
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Experimental Results

• Dataset: SemEval-2014, SemEval-2015, and SemEval-2016
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Timetable for Completion
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